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Martingales

A sequence of random variables 2y, Z1, ... is a martingale with
respect to the sequence Xg, X1, ... if for all n > 0 the following
hold:

® Z, is a function of Xp, X1,...., X;;

® E[|Z,|] < o0;

© E[Z,.1|X0, X1,..., X0] = Zn;

Definition
A sequence of random variables 7y, 73, ... is a martingale when it
is a martingale with respect to itself, that is

® E[|Z,]] < o0;

® E[Z, 1|20, 4,...,2,)] = Zp;
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Martingale Stopping Theorem

Theorem

If Zy, Z1, ... is a martingale with respect to X1, Xo,... and if T is
a stopping time for X1, Xo, ... then (if T is finite),

E[Z7] = E[Z]

whenever one of the following holds:
@ there is a constant c such that, for all i, |Z;| < c;
® T is bounded;

©® E[T] < oo, and there is a constant c such that
EUZ,'+]_ = Z,‘HX;[, 506 ,X,'] < cC.
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Compound Stochastic Process

Examples:
@ Two stages game:

@ roll one die; let X be the outcome;
@® roll X standard dice; your gain Z is the sum of the outcomes
of the X dice.

What is your expected gain?

@® A couple expects to have X children, X ~ G(p). They expect
each of the children to have a number of children distributed
G(r).

What is their expected number of grandchildren?
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Wald's Equation

Theorem

Let X1, X5, ... be nonnegative, independent, identically distributed
random variables with distribution X. Let T be a stopping time for
this sequence. If T and X have bounded expectation, then
T
2_Xi
1

E = E[T]E[X] .

Note that T is not independent of X1, X5, ....

Corollary of the martingale stopping theorem.
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Proof
For i > 1, let Z; = Y"1, (X; — E[X]).
The sequence 71, Z,, ... is a martingale with respect to Xi, Xo, .. ..
@® Z is determined by Xi,.... X
® E£[|Z)[] = E[| X2j_,(X; — EIX])|] =< 2iE[|X]]
© E[Zi1—Zi | Xo, X1,...,Xi)] = E[Xj11 — E[X]] =0
E[Zi] =0, T is a stopping time, E[T] < oo, and

E[|Zit1 — Zi| | X1y, Xi] = E[[ X1 — E[X][] < 2E[|X]] .

We can apply the martingale stopping theorem to compute

E[Z7] =E[Z1] =0 .
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We can apply the martingale stopping theorem to compute

E[Z7] =E[Z] =0 .

T

> (X —EX])

Jj=1

T

> X — TE[X]

j=1

0 = E[Z7]=E —E

= E

.
ZXJ} — E[T]-E[X] =0,
j=1
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Examples

Two stages game:
@ roll one die; let X be the outcome;

® roll X standard dice; your gain Z is the sum of the outcomes
of the X dice.

What is your expected gain?
Y; = outcome of ith die in second stage.
X

D

i=1

E[Z] =E

X is a stopping time for Y1, Yo, . ...

By Wald's equation:

E[Z] = E[XE[Y/] = (Z) .
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Examples

A couple expect to have X children, X ~ G(p). They expect each
of their children to have a number of children distributed G(r).
What is their expected number of grandchildren?

11
p r
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Example: a k-run

We flip a fair coin until we get a consecutive sequence of k
HEADs.

What's the expected number of times we flip the coin.
A SWITCH is a HEAD followed by a TAIL.

Let Xi be the number of flips till Kk HEADs or the first
SWITCH

Let X; be the number of flips following the / — 1 SWITCH till
k HEADs or the next SWITCH (X includes the last HEAD or
TAIL).

Let T be the first / with kK HEADs

k—1
EQXi] =) j27 +) jo + (k—1)27 (1)
j=1

Jjz1
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Let X; be the number of flips following the i — 1 SWITCH till
k HEADs or the next SWITCH (X includes the last HEAD or
TAIL).

Let T be the first / with kK HEADs

X; = number of flips till (including) first HEAD + up to k — 2
HEAD:s followed by a TAIL, or Kk — 1 HEADS

E[X] =Y /2 J+ij 4 (k—1)2- k1)

ji>1

The probability that X; ends with k HEADS is 2~ (k=1) -
sequence of k — 1 HEADS following the first one.

E[T] =21

The expected number of coin flips is E[X;]E[T]
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Hoeffding's Bound

Theorem

Let Xi,..., X, be independent random variables with E[X;| = 1;
and PF(B,' < X; < B+ C,') =1, then

pr< )

n n
Z Xi — Z i
=il =l

262

> e) <2e ZLi¢

Do we need independence?
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Martingales Tail Inequalities

Theorem (Azuma-Hoeffding Inequality)

Let Zy, 71, ..., Z, be a martingale (with respect to Xi, X5, ...)
such that |Z, — Zx_1| < ck. Then, for all t > 0 and any \ > 0,

Pr(|Z: — Zo| > A) < 2e™/C@Xha1 )

The following corollary is often easier to apply.

Corollary

Let Xy, X1, ... be a martingale such that for all k > 1,
| Xk — Xi—1| < c .
Then for all t > 1 and \ > 0,
Pr( X — Xo| > Acvt) <2 /2
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Example
Assume that you play a sequence of n fair games, where the bet b;
in game /i depends on the outcome of previous games. Let

B = max; b;. The probability of winning or losing more than \ is
bounded by

Pr(|Z,] = \) < 2¢2¥/nB?

Pr(|Z,| > ABv/n) < 2¢~2V

n
Pr(Zs > x> b7 | <2672
i=1
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Tail Inequalities: A More General Form

Theorem (Azuma-Hoeffding Inequality)

Let Zy, Z1, ..., be a martingale with respect to Xy, X1, Xo, ..
such that

op

By < Zy —Zk—1 < B+ ck

for some constants c; and for some random variables B that may
be functions of Xy, X1,...,X_1. Then, for any t > 0 and A\ > 0,

Pr(|Z: — Zo| > A) < 2e 2/ (ke )
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Proof
Let XK = Xo,.... X and Y; = Z — Zi_;.

Since E[Z; | X' = Z;_4,
E[Y; | X Y=E[Z-Z_1| X =0.

Since Pr(B; < Y; < B; + ¢ | X'1) =1, by Hoeffding’'s Lemma:

E[eﬁY,- | Xi—l] < B2t /8

(Hoeffding’s Lemma) Let X be a random variable such that
Pr(X € [a,b]) =1 and E[X] = 0. Then for every A > 0,

E[eAX] < e)\2(afb)2/8'
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Proof of the Lemma

Lemma

(Hoeffding's Lemma) Let X be a random variable such that
Pr(X € [a,b]) =1 and E[X] = 0. Then for every A\ > 0,

E[eAX] < X (a—b)?/8

Since f(x) = ™ is a convex function, for any o € (0,1) and
x € [a, b],

f(X) <af(a)+ (1 —a)f(b) .
Thus, for a = 2=% € (0,1),

b—x X —a
AX Aa Ab
<= Z_Zeth
e < - ae + h_ ae
Taking expectation, and using E[X] = 0, we have

E [e,\x} < ; b ha _ - b < N (b-a)?/8
— a — a
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Proof of Azuma-Hoeffding Inequality
E [eﬂYf ’ Xi—l} < P
Exo [/ Y] = By [Ex [ 20 | x|

= Exn1 [eﬂzgll YiEX,7 [eﬂyn ‘ Xn—l”

e /BE 0 [eﬁ Rl y,}

IN

6’82 S c?/8

IN

In the second inequality we use the fact that X"~! determines the
values of Y7,..., Y, 1
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Y;=Z —Z 1 and E[e»“/jZFﬂ Yi] < e/3)2 Siict/8

t t .
E ﬁZi: Y,]
PH(Zi—Z>)\) = Pr (ZY,->/\> < Elerzm ™

i=1
ef)‘eg eﬁ2 Ef:l CI-Z/S
De=2V/(Tis )

IA A

N

4)
For g = ST
1= 1

Pr(|Z: — Zo| > A) < 22X/ (Eher )

Theorem (Azuma-Hoeffding Inequality)

Let Zy, Z1,...,Z, be a martingale (with respect to X1, Xo,...)
such that |Z — Zx_1| < ck. Then, for all t > 0 and any \ > 0,

Pr(|Z: — Zo| > A) < 2e¥/C@Xh=1€0)
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Example
Assume that you play a sequence of n fair games, where the bet b;
in game /i depends on the outcome of previous games. Let

B = max; b;. The probability of winning or losing more than \ is
bounded by

Pr(|Z,] = \) < 2¢2¥/nB?

Pr(|Z,| > ABv/n) < 2¢~2V

n
Pr(Zs > x> b7 | <2672
i=1
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Doob Martingale

Let X1, X5, ..., X, be sequence of random variables. Let
Y = f(Xi,...,X,) be a random variable with E[|Y|] < cc.

Fori=0,1,...,n, let

Zo = E[Y]=Expnf(Xi.... X
Zi = ExjipiqlY[X1=x,X%=x,..., X = x|
Zn = E[Y’Xl :X17X2:X2,...,Xn:Xn] = f(Xl./...,Xn)

Theorem

20,21, ..., 2, is martingale with respect to X1, Xo, ..., X,.
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Proof

Y = F(X0,. ., Xn),
Zo = E[Y],
Zi = Exjip1nY[X1 = x1,..., Xi = xi],

21,2, . .., Z, is a martingale if E[|Z;|]] = E[| Y]] < oo, and

Ex.+1[Z,'+1|X1 = X1,-. .,X,‘ - X,'] - Z,'

i

Ex.,.[Zisilx, %0, xi] = Ex [Expivom[YIXt, oo Xiga][x, oo X
= ExpsinlYlx,xe,. .., x]
= Z .
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Example: Balls and Bins

We are throwing m balls independently and uniformly at random into n
bins.

Let X; = the bin that the /th ball falls into.

Let F be the number of empty bins after the m balls are thrown.

(1)

How far can F be from its expectation?

The sequence Z; = E[F | Xq,..., X;] is a Doob martingale.

We verify that Z;, ..., Z, is a martingale (which we already know, since
it's Doob martingale.)

Z,:E[F ‘ Xl,...,X,'] = EX[i+1.n][F(X1:~--aXiaX/'Jrlw“vXn)]
ZiJrl = E[F | Xlﬂ"wXI'Jrl] = EX[,‘+2_’,~,][F(X]_.,...,X,'7X,‘+]_.,X,‘+2,...,Xn)]
EX,.H[Z,'+1‘X,'.,...,X”] = Ex[H,L,,][F(Xl?...,X,‘,X,'+1,...,Xn)]
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Example: Balls and Bins

Let Zy, Z1, ... be a martingale such that for all k > 1,
|Zx — Zk_1| < c . Then for all t > 1 and \ > 0,

Pr(|Z: — Zo| > Aev't) < 2eX/2 .

Let X; = the bin that the /th ball falls into.

Let F be the number of empty bins after the m balls are thrown.
The sequence Z; = E[F | Xi,...,X] is a Doob martingale, and
Zi — Zi—1| < 1.

Pr(|F — E[F]|| > AW/m) < 2e7¥/2 .
Assume m = n, E[F] = n(1 — )" ~ ne~1.

Pr(|F — ne™| > A\/n) < 2e¥/2
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Example: Pattern Matching

A= (a1, a,...,a,) string of characters, each chosen
independently and uniformly at random from ¥, with m = |Z|.

pattern: B = (by,..., by) fixed string, b; € .

F= number occurrences of B in random string S.

E[F]—(n—k+1)<r1n)k .

Can we bound the deviation of F from its expectation?
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F= number occurrences of B in random string A.
Zo = E[F] and Z, = F.

Z; = E[Fl|a1,...,aj], fori=1,... n.

20,21, ...,Z, is a Doob martingale.

Each character in A can participate in no more than k occurrences
of B:
|Zi — Zit1] < k .

Azuma-Hoeffding inequality (version 1):

Pr(|F — E[F]| > \) < 2 ¥/(n<)
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Tail Inequalities for Doob Martingales

® |et Xi,...,X, be sequence of random variables.

o Y =f(Xy,...,X,)is a function of Xi, Xo,..., Xp;
® E[|Y]] < 0.

[ ]

Doob Martingale: Z; = E[Y = f(Xl, . ,Xn)|X1, RN X,]
2o, 21, ..., 2Z, is martingale with respect to Xi, ..., X,.

Let Zy, 71, ... be a martingale such that for all k > 1,
|Zx — Zxk—1| < c . Then for all t > 1 and \ > 0,

Pr(|Z: — Zo| > Aev't) < 2e /%

We need a bound on

1Zi — Zia| = [E[Y| X1, ..., Xi] = E[Y[Xq, ..., Xi—1]]
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Simple Example
Y =f(Xq,...,Xn) =>.", Xi,  X; independent ~ U[0, 1].

Zy = E[Y]=Expqf(Xs,.... X)) =E[>_X]=n/2
i=1

Zi = ExpzialYlxa, ..., xi]
= Z)g+E[ZX] ZXJ (n—1)
j=1 =i
Z, = E[Y|x,...,xp] = f(x1,..., %, ZXJ
|Zi — Zi—1| = |E[Y| X1, ..., Xi] — E[Y|X1,..., Xi_1]|

i i—1
=Y x5+ (n=0)/2=> x+(n—i+1)/2] = |x —1/2]
= j=1
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Example with Dependencies
Y =f(X1,....X,) = >, Xi, Xo =0 and X;'s independent with
~ U[X,',l — ]_,X,',l + 1]
E[Xl] =0, E[X, | X;_l] = X;_q1, For i >j, EX[,"J'J',].][Xi ‘ )<J = Xj] = Xj.

Zo = E[Y]=Expq,f(X,....X)] = E[Z X]=0
=1
Zi = ExiijinlYIx, ..., xi]
= Z)(j+EX[i+1,n][ZXi|X1a-~-7Xi] ZXJ (n—1i)
= =
Z, = E[Y|x1,...,x)] = f(x1,...,xn ZXJ

\Zi — Zisa) = |E[Y|X0, . ... X] — E[Y[X0,..., Xi1]|

i
:|ij n—i) Z xj+(n—i+1)xi—1| = (n—i)|x; — xi—1]
j=1

j=i—1
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McDiarmid Bound

In general it is hard to prove a bound on |Z; — Z;_1|. This theorem
gives a sufficient condition:

Theorem
Assume that (X1, Xo, ..., X,) satisfies, for all 1 < i < n,

[F(X1y ey XiyeoosXn) — F(X1ye oy s ViyeooysXn)| < G
and Xi,...,X, are independent, then

Pr(lF(X1, ..., Xn) — E[f(X1,..., Xn)]| = A) < 22X/ (hr )

[Changing the value of X; changes the value of the function by at
most ¢;.]

30/38



Proof
Define a Doob martingale 2y, 71, ..., Zy:

e 7o =E[f(X1,....X))] = E[%()?)]
o Z: = E[f(Xo,.... %) | X1,...,X]| = E[f(X;,..., %) | X]
® Z,=f(X1,...,X,) = f(X)

We want to prove that this martingale satisfies the conditions of

Theorem (Azuma-Hoeffding Inequality)

Let Zy, Z1, ..., be a martingale with respect to Xy, X1, X2, ...,
such that
Bk < Zk — Zk—1 < Bx +ck

for some constants c; and for some random variables B that may
be functions of Xo, X1,...,Xx_1. Then, for all t > 0 and any
A>0,

Pr(|Z: — Zo| > A) < 2e 2/ (k)
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Lemma

If X1, ..., X, are independent and

[F(X1y ey Xiy ooy Xn) — F(X1ye ey Viyee s Xn)| < 6

then for some random variable By,

By < Zy —Zk—1 < B+ ck

Zi— Zi—1 = E[F(X) | XK —E[f(X) | X*7Y] .
Hence Z, — Z,_1 is bounded above by
sup E[f(X) | X*~, X, = x] — E[f(X) | X*1]

and bounded below by
inf E[F(X) | X*~1, X, = y] — E[F(X) | X*"1] .
y
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Zi—Zk1 = supE[f(X, Xk =x)— (X, Xe =y) | X*].
x5y

Because the X; are independent, the values for X;.1,..., X, do not depend on
the values of Xi,..., Xx.

sup E[f()_(,X) — f(;(y) | X1 = X1, .- .,Xk,1 = kal]

L4

= sup Z Pr((Xis1 = Xip1) N . N (Xn = Xn)) -

X,
Y Xk415+-+>Xn

(f(X[l,k71]7X7 X[k+1,n — f(X[l,kfl]a)@ X[k+1,n])
But
(F(x k=195 X Xk 1,m] — F (X k=105 ¥ Xikr1,]) < C

and therefore _ ~
E[F(X.x) — F(X.y) | X* ] < a0
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Example: Polya’'s Urn

e Start with m balls, r red, m — r blue.
® Repeat n times:

@ Pick a ball uniformly at random, check its color and return it
to the urn.
@® If red, add a new red ball, else add a new blue ball.

® Let X; =1 if we add a red ball at step /, else X; =0

We want to estimate the number of new red balls among the n
new balls, starting with ratio r/m

Sn (é) - Zn:x,- — X1y, Xn)
i=1

Claim: E[S,(.)] = n...

I
m

On "average” the ratio doesn’t change: =
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Example: Polya’'s Urn

Start with M balls, R red, M — R blue. Repeat n times: pick a ball
uniformly at random. If red add a red ball, else add a blue ball.

X; =1 if we add a red ball in step /, else X; = 0.

Sn(r/m) = Zx = f(X1,...,Xp)

Claim: E[S,( )] = nt
Proof: By induction on t > 0, that E[S;| = tr/m.
r+S;

E[St41 | Se] = S + Mt

E[S:41] = E[E[St11 | S]] =E {St Lt st}

m+4t

rr—+tr/m
—t—t—— =t

. r(L+t/m)

r 7(t+1)r
m m-+t m  m(l+t/m) m
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Example: Polya's Urn
Xi =1 if added a red ball in step /, else X; =0,
Sn(£) =71 Xi, and E[S,(L)] = nL

Let Z; = E[Sn| X1=x1,...,X; = X,']. We verify that Z1,....Z,is a
martingale (which we already know, since it's Doob martingale.)

+
. —X, Z)(J—"_E[Sn , ZJ 1XJ)]

m- 1

Z,' E[Sn| Xl = X1y -

r+z_] 1%
ZXJ —mi

m-+i

E[ZI'+1 | X17 cee 7)(,'] == E[E[5n|X1,X2, .. .’X,'Jrl] | X1 = X1, .- .,X,' - X,']

=E ij + Xiy1 + Sn—ic1
=1

<r+zj1>g+xi+1>

m-+i+1
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Zi = E[Sn| X1 = Xl’_,,’X’- :Xi] — Z}:lxj _|_(n_ i)r+§i:flxj

E[Zi+1 ‘ X17"'7Xi] =E ZXJ +Xi+1 + Sn—i—l
Jj=1

r+2;:1>g+xi+1
m+i+1

r+ Zji‘:1 Xj + Xip1

=E[> x5+ X1+ (n—i—1)

m+i+1
Jj=1
i i i r+Zi: Xi
72:)‘4—%}:1%‘4—(n—i—l)rJrZJ,':lXjJr i
= m+i m+i+1

i rESY mtitl o SN
_ZXJ"_A"‘(H—I—]_) m+l( Zj—l J)

- . =7
m-+1 m+i+1
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Example: Polya’'s Urn

e Start with m balls, r red, m — r blue.
® Repeat n times:
@ Pick a ball uniformly at random, check its color and return it

to the urn.
@ If red, add a new red ball, else add a new blue ball.

® Let X; =1 if we add a red ball at step /, else X; =0

Sn (#) = 27:1 Xi = f(Xy,...,X,) satisfies the Lipschitz
condition with bound 1, and the X;'s are independent.

E[Sh(5)] = n—.
Zi = E[Sy| X1 = x1,...,X; = x;] is a Doob martingale.

Pr(|S, — nL\ >e€) < e~ 2/n
m

Pr(|Sn — n%\ > A\/n) < 22V
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